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36, Lot v € 81, Then v =c¢yvy 4+ 4 v = a1ve -+ epvk + 0(vy + va), so v € Sy and hence, §1 C Sy,
Now let v € S, s0 : :

V= 01vy o b Vi et (Vi F Va) = (01 ) Ve + (2 F Chp1)Va o er v

and hence, v.€ S1. Therefore, o € 5. Since both containments hold, S; = Ss.

37, If Az = cAq, then det(A4) = 0. Since the linear system is assumed to be consistent, then it must have
infinitely many solutions.

38. If Ay = A + Ao, then det(A4) = 0. Since the linear system is assumed to be consistent, then it must
have infinitely many solutions. _ ‘

39, If f(z) = e® and g(x) = e2?, then f!(z) = €® = J'(2), ¢(z) = %e%“’, and ¢"(z) = {iée%“'. Then

1

2f" —3f'+ f=2e" - 3" +e* =0 and 29" -3¢ +yg= %e%“’ —~$e3® 4 e =0, and hence f(z) and g(z)

are solutions to the differential equation. In a similar manner, for arbitrary constants ¢; and ¢g, the function -

e f(z) + cag(z) is also a solution to the differential equation.

Exercise Set 2.3

In Section 2.3, the fundamental concept of linear independence is introduced. In R? and R*, two nonzero
vectors are linearly independent if and only if they are not scalar multiples of each other, so they do not lie
on the same line, To determine whether or not a set of vectors S = {vi,va,...,vi} is linearly independent
set up the vector equation

vy + covg o+ e v = 0,
If the only solution to the resulting system of equations is ¢; = ¢y = +++ = ¢, = 0, then the vectors are
linearly independent. If there is one or more nontrivial solutions, then the vectors are linearly dependent.
For example, the coordinate vectors in Euclidean space are linearly independent. An alternative method, for
determining linear independence is to form a matrix A with column vectors the vectors to test. The matrix
must be a square matrix, so for example, if the vectors are in R%, then there must be four vectors.

o If det(A) # 0, then the vectors are linearly independent,

o If det(A) = 0, then the vectors are linearly dependent,.

-1 2 . 3
For example, to determine whéether or not the vectors 1 .| 1 |, and 5 are linearly independent
3 2 -1
start with the equation
-1 2 3 0
1 1 +eco| 1| +ea 5 = | 0
3 2 ~1 0
This yields the linear system
—c1+ 205 +3c3 =0 Lo -1 2 3]0 ™ -1 2 3|0
¢y +co + beg =0 with augmented matrix 11 5 |0 | which reduces to 0 1 110
' 3 2 ~11]0 0 0 510

der+ 200 —e3 = ‘ . : .

So the only solution is ¢1 = ¢y = ¢3 = 0, and the vectors are linearly independent. Now notice that the
coefficient matrix ;

-1 2 3 1-0 0
A= 1 1 3 reduces further to | 0.1 0 |,
3 2 -1 0.0 1

so that A is row equivalent to the identity matrix. This implies the inverse A™! exists and that det(A) s 0.
So we could have computed det(A) to conclude the vectors are linearly independent. In addition, since A1
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4] .
exists the linear system A | ¢y | = b has a unique solution for every vector b in R%, So ever vector in R®
C3 . "
can be written uniquely as a linear combination of the three vectors. The uniqueness is a key result of the
linear independence. Other results that ald in making & determination of linear independence or dependence
of a set S are: '

e If the zero vector is in ., then § is linearly dependent. 3
e If S consists of m vectors in R™ and m > n, then § is linearly dependent,.
o At least one vector in S is a linear combination of other vectors in S if and only if S is linearly dependent.

e Any subset of a set of linearly independent vectors is linearly independent.
Y ) )

e If S a linearly dependent set and is contained by another set T, then T is also linearly dependent,

B Solutions to Exercises

1. Since ' wi w?ﬂ ‘ =1, the vectors are linearly 2. Since l f __421 ’ = 8, the vectors are linearly
h’ld@p@nd(en(; S independent.
3. Since ’ mé _g ‘ = 0, the vectors are linearly 4. Since vz = Vi + Vg, the vectors are linearly
dependent. _ independent,
-1 2 0 -
5. To solve the linear system ¢ 2 el 2 | =1 0 |, we have that
1 3 0
-1 2 -1 2 :
2 2 reducem 0 6 |, so the only solution is the trivial solution and hence, the vectors are
1 3 ‘ 0 0O ‘ '
linearly independent: )
4 -2 4 -2 4 =5
6. Since 2 -1 |reducesto| O 0 |, 7. Since| 4 3 -5 | =0, the vectors are
-6 3 . 6 0 ~1 3 5
the vectors are linearly dependent. Also, linearly dependent,
Vo = w*%'\’1.
: 3 ~1 -1
8. Since | —3 2 3 | = 16, the vectors are linearly independent.
-1 =2 1
3 1 3 3 1 3
. -1 0 =1 0 1/3 0 . ‘
9. Since 12 0 1'edl.1<:<3§_ b9 0 é 1 the linear system ¢;vy -+ cava + ¢3vs = 0 has only the
2 1 1 0 0 0
trivial solution and hence, the vectors are linearly independent.
-2 3 -~ -2 8 —1
- 1 -4 —4 —12 0 1 1 .
10, Since 1 0 9 reduces to 0 0 0 | the linear system civy + cova + c3vs = 0 has
1 4 6 0 0 0

infinitely many solutions and hence, the vectors are linearly dependent.

3
o
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3 3 0 1 1 -1 T0 0 '
11. From the linear system m 9 1 -+ 02 0 0 ] + (3 { 1 —9 ] = [ 00 }, we have that
3 0 1
s 1 -l — 0 1 . Since the homogeneous linear system has only the trivial solution,
2 0 -1 0 O -o/3
1 0 -2
then the matrices are hnoarly mdopcndcnt
-1 1 2 -1 1 2
o 2 4 2 O 1 1 he matrices are l\ g o %)
12, ‘Smce, L 0 -1 | reduces tQ 0 0 0| the matrices are linearly dependent.
11 0 0 0 0
1 0 -11 1 0o -1 1
. -2 -1 1 1 A g | 01 =13 N < linear svstorm o .
13. Since | 9 2 —9 _1 reduces tQ 0 0 -6 7 , therhomogeneous linear system ¢; M A
L2 2 2 -2 0O 0 0 11/3
021\42~l csMs+eqgMy = [ 8 8 } has only the trivial solution and hence, the matrices are linearly independent,
0 -2 2 -2 -1 -1 0 2
-1 -1 0 2 T 0 -2 2 =21 e Tiran e i
14, Since 1 1 -1 9 reduces to 0 0 1 -9 |° the bhomogcnc,ou‘s linear system ¢; My +
1 =1 2 -1 0 0 0 1

coMo+caMs+caMy = 00 has only the trivial solution and hence, the matrices are linearly independent,
0 0

15. Since vg = ~—%v1, the vectors are linearly  16. Any set of three or more vectors in R? is
dependent. linearly dependent.

17. Any set of vectors containing the zero vector 18, Since vg = vy -+ v, the vectors are linearly
is linearly dependent. dependent.

19, a. Since Ay = —2A;, the column vectors of A are linearly dependent. b, Since

Az = Aq -+ As, the column vectors of A are linearly dependent,.
I

20. a. Any set of four or more vectors in R is linearly dependent. b, Since

Az = —Aj + Ay, the column vectors of A are linearly dependent,
1 -1 2
21. Form the matrix with column vectors the three given vectors, that is, let A= | 2 0 a |. Since
1 1 4
det(A) = ~2a + 12, then the vectors are linearly independent if and only if ~2a + 12 5 0, that is a o 6.
11 1 111 ’
. ) 2 0 —4 0 -2 -6 I ) NS )
22. Since the matrix 01 a I}W(lgcos Q1 g 0 a-3 | if a + 3, Lben the matrices are linearly
10 -2 0 O 0
independent,

11
23, a. Since | 1 2 =1, the vectors are ulcally independent. b, Since

LW

r

1
1
1 2
112 } 1°0 0 . »
101 | — [ 010 -l the corresponding linear system has the unique solution 0,—1,3).
1 3 213 0 0 1 '
.Hence v = —vg + 3vg.
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1 1 01(0 10 010
. LoLjo | o 01 0f0 L ot e ana Hoaardv fndanandard
24, a, Since 11 10 reduces to 00 1]0 , the matrices are linearly independent,
0 0 110 0 0 010
1 1 013 1 0 0]1
0 1 115 ) 01 012 ) P ] : .
b. blnce 1114 reduces to 00 1l3 | the matrix M» = My + 2My + 3M3. c¢. Since
0 0 13 : 0-0 0|0
1 1 00 1 0 010
1 113 O L 00 | tarm te et . o e ot
wl 1 113 — 00 110 the linear system is inconsistent and hence, M can not be written
0 0 11 00 0|1
as a linear combination of My, My and Ms.
1 20
25. Since | ~1 0 3 | = 13, the matrix A is invertible, so that Ax = b has a unique solution for every
2 1 2
vector b.
3 2 4 ,
26. Since | 1 —~1 4 | =4, the matrix A is invertible, so that Ax = b has a unique solution for every
0 2 -4
vector b,

27. Since the equation c1(1) + co(—2 + 42?) + c3(22) + c4(—12z + 82°%) = 0, for all z, gives that ¢; = ¢y =
¢z = ¢4 = 0, the polynomials are linear independent,

28, Since the equation ci(1) + co(®) + e3(5 + 22 — 22) = 0, for all z, gives that ¢; = ¢ = ¢3 = 0, the

polynomials are linear independent.

29. Since the equation c1(2) + co(m) + c3(2?) + ea(3z — 1) = 0, for all z, gives that ¢; = feq, 00 = —3cq 05 =
0,c4 € R, the polynomials are linearly dependent.

30. Since the equation ¢1(z® — 22% + 1) + co(bz) + ca(2? — 4) + cq(x® + 2z) = 0, for all z, gives that
¢1 =g = 3 = ¢4 = 0, the polynomials are linear independent,

31, In the equation ¢y cosma + ¢asinmy = 0, if x = 0, then ¢; = 0, and if 2 '= %, then ¢y = 0. Hence, the
functions are linearly independent,. '

32. Consider the equation ¢1e® + cpe™ + cze?® = 0 for all z. Let 2 = 0,z = In 2, and z = lng« to obtain

¢+ ¢o + ¢y =)
the linear system < 2¢q + %cz +4des =0 . Since the only solution is the trivial solution the functions are
%(31 + %Cz -+ %{3(}3 = 0,
linearly independent. ,
33. In the equation c12 + cg? + cze® = 0,if z =0, then ¢ = 0. Now let # = 1, and z = —1, which gives the
linear system clc—I— (Iizc - 8 . 'This system has solution ¢; = 0 and ¢y = 0. Hence the functions are linearly
—c¢1+cg =
independent,
34, Consider the equation c1z -+ coe® +cgsinmz =0 forall ¢ Let 2 = 1,2 =0, and 2 = % to obtain the linear
c1 + ecy =0 .
gystem e =0 . Since the only solution is the trivial solution the functions are linearly
' ter+ePey ey =0,

independent, g

35. Suppose u and v are linearly dopendont Then there are scalars ¢; and ¢g, not both zero, such that
au+bv = 0. If a # 0, then u = ~—-v Conversely, suppose there is a scalar ¢ such that u = ¢v. Then
u — ¢v = 0 and hence, the vectors are lmemly dependent.
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36. Consider the equation ¢;wy + cowgq + cswg = 0, Since wy = vy + vg + vg, Wy = Vg + va, and wg = va,
then '

c1(vi +va + vg) 4+ ca(va + vs) + cawg = 0 & vy + (¢1 + ¢2)ve + (e1 + g + ¢3)vg = 0.
Since S is linearly independent, then ¢j = 0,¢1 + ¢g = 0,¢1 + ¢o + ¢5 = 0 and hence, the only solution is the
trivial solution. Therefore, the set 1" is linearly independent.
37, Setting a linear combination of wy,wg,ws to 0, we have

0 =ciw1 -+ coWa + ¢awg = c1vy + (¢1 + o + e3)va + (—co + ¢3)vs.

Since the vectors vy, vg, vy are linear independent, then ¢; = 0,¢1 + ¢o +c3 = 0, and —cg + ¢3 = 0. The only
solution to this linear system is the trivial solution ¢; = ¢y = ¢3 = 0, and hence, the vectors wy, wg, wg are
linearly independent. ’
88. Consider the equation ¢;wy + cowy + csws = 0. Since w1 = vg, Wg = vy + vg, and wg = vy + vg + va,
then '

c1(ve) +eo(vi 4+ va) +ea(vy +va -k vs) = 0 & (e + c3)ve + (e1 + e3)va + (cg + c3)vs = 0.

Since S is linearly independent, then ¢y + ¢z = 0,¢1 + ¢35 = 0,¢9 + ¢3 = 0, which implies ¢; = ¢y = —ca.
Therefore, the set T is linearly dependent.
39. Consider ¢1vy + eova + cgvg = 0, which is true if and only if esvg = —c1vy — eove. If ¢ 5 0, then vy

would be a linear combination of vy and vy contradicting the hypothesis that it is not the case. Therefore,

cs = 0. Now since vy and vg are linearly independent ¢y = ¢g = 0. v . ‘
40, a. vy = vg — Vg, Vi = 2V3 — 2Vy — vy, Vi = 3vg — 3vg — 2vy b, Consider the equation

Vi = C1V1 -+ v +C3vy & (1 — C]_)V], -~ CoVg ~ Cg(Vl - Vz) =0& (1 ) C3)V1 + (—Cg - C{g‘)Vz =0,

Then all solutions are given by ¢1 = 1 — ¢3, ¢ = —c3,¢c3 € R,
41. Since A1, Aas, ..., A, are linearly independent, if

Ax‘"—::mAl + o+ apAn =0,

then 21 = xg = -+« = x,, = 0. Hence, the only solution to Ax =0 is x = 0
42. Consider

0= c1Avy + cgAva + -+ epAvic = Alervi) + A(cava) -+ -+ + Alcpvie) = Alerve +cgva + o epvi).

Since A is invertible, then the only solution to the last equation is the trivial solution, so ¢1vy + covg -+ 4

cxvk = 0. Since the vectors vy, vy, ..., vk are linearly independent, then ¢; = ¢y =+ = ¢ = 0 and hence
Avi, Avg,. .., Avy are linearly independent. - '
1

To show that A invertible is necessary, let 4 = 1 i ] . Since det(A) = 0, then A is not invertible. Let

vy = (l) , and vo' = { (l) } , which are linearly independent, Then Avj = [ } ] and Avg = { i } , which

are linearly dependent.
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1. Since ' i g ‘ = ad — be # 0, the column vectors are linearly independent. If ad — be = 0, then the column

vectors are linearly dependent.




